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Analog acquisition on physical carriers 

Digital acquisition on physical carriers

2020201020001990

1987: Government Act 1996: Copyright Law 2005: Legal Deposit Act

Retrospective acquisition

Digital acquisition via antennas, cables, satellite, streaming, aggregator
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DIGITAL ACCESS FOR RESEARCH AND EDU



DIGITAL ACCESS FOR RESEARCH AND EDU



DIGITAL ACCESS FOR RESEARCH AND EDU

Imagine the speech was searchable

Imagine it was possible to navigate to specific words 
or phrases within the audio content



SPEECH TO TEXT AS LEGAL DEPOSIT 2012-
―Public service content (ie. news)
―Danish produced content (ie. drama)
―Foreign content

Pre-produced and live-generated

00:00:32,059 –> 00:00:34,058 \n 
Sådan lød det\n for under en time 
siden.
00:00:34,359 –> 00:00:37,438 \n 
USA’s præsident Trump\n aflyser et 
historisk topmøde -
00:00:37,719 –> 00:00:40,558 \n -
med Nordkoreas leder, Kim Jong-un.



CONSIDERATIONS



COPYRIGHT

―Ownership of the original audio
―Reproduction rights

Text output
― Research okay; broader use would require a licensing agreement



GDPR

― Identifiable individuals
― Legal basis for processing
― Principle of data minimization
― Public interest exemption

Text output
― Research okay; broader use may spawn requests for access, correction, or deletion of 

transcribed data



ETHICS

― Public interest vs. privacy rights
― Cultural evolution
― Accuracy and bias



RESULTS



Whisper implementationsWHIPSER IMPLEMENTATIONS



USE CASES -
SUBTITLES

Digitized VHS video tape from 1996, subtitled for QA using whisper



10 Translated keywords from TF-IDF algorithm performed on subtitles, displayed together with images 
from their corresponding program trailers

USE CASES – TOPIC EXTRACTION

['bent', 'malmö', 'license plates', 'ystad', 
'swedish', 'bornholm', 'police', 'stone', 'cars', 
'sweden']

['good night', 'turkish', 'the boys', 'turkey', 
'play', 'training', 'u16', 'mads', 'the hotel', 'the 
national team']



• What Time Is It?
• search for "Klokken er" in transcript

USE CASES – SPOKEN TIME

01:54:18,46 --> 01:54:20,36
Og klokken er 11.
--
03:17:00,04 --> 03:17:00,76
Klokken er 12.20. Vi skal se på eftermiddagens
programmer.
--
03:58:12,5 --> 03:58:12,56
Klokken er 13.
--
06:01:57,82 --> 06:01:58,84
Klokken er 15.
--
07:04:03,16 --> 07:04:07,68
Ok, om 3 kvarter. Klokken er 16.

Spoken Time Offset in 
digitization (sec)

First spoken time 11:00 (11 am) 6.858

Last spoken time 16:00 (4 pm) 25.447

Elapsed seconds 18.000 18.589



• Identifying start timestamps (search for announcement of expected program titles)

USE CASES - SEGMENTATION



Whisper Metadata

YAMNet audio event 
classesFEATURE ENGINEERING



GROUND TRUTH CREATION
JiWER is a simple and fast python package to evaluate an automatic speech recognition system.

It supports the following measures:

• word error rate (WER)
• match error rate (MER)
• word information lost (WIL)
• word information preserved (WIP)
• character error rate (CER)



Future WER 
Labels

POSSIBLE 
TRAINING SETS



FINE TUNING
― Whisper can be fine-tuned locally to fit specific needs.
― The local fine-tuned layer serves as an addition to the public model
― You decide when, where and why you want to use a fine-tuned overlay (for dialects, time epochs, specific topic domains, etc.)



QUALITY ASSESMENT
Our experiments suggests that combining:

‐ Whisper Metadata & Audio Classification 
Classes with

‐ Ground Truth & Error measurement (WER, 
MER, WIL, WIP, CER)

allows for training of a Model aimed at 
Automated Quality Control, that can:

‐ predict quality of transcribed text segments,
‐ reveal the needs for fine tuning of Whisper 

and 
‐ suggest which sound files to use for fine 

tuning.



PERSPETIVES



PERSPECTIVES

Whisper part of a larger Toolbox
‐ Enrichment of metadata in large AV-collections
‐ Improve search and navigation i large AV-archives
‐ Identification of content
‐ Segmentation into programs
‐ Identification of replays

Easier access to more cultural heritage
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